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บทคดัย่อ

	 งานวิจัยน้ีจึงมีแนวคิดท่ีจะศึกษาการประยุกต์ใช้

เทคโนโลยอีากาศยานไร้คนขบั (UAV) เทคโนโลยกีารเรียนรู้

เชิงลึก (Deep Learning) และเทคนิค Support Vector Machine 

ในการส�ำรวจชุมชนแนวท่อส่งก๊าซธรรมชาติ โดยใชข้อ้มูล

รูปภาพจากเอกสารของบริษทั ปตท. จ�ำกดั(มหาชน) ซ่ึงน�ำมา 

ผ่านการ Data Selection  Data Augmentation ดว้ยวิธีการตี

กรอบ (Crop) การพลิกรูปในแนวแกนนอน (Horizontal Flip) 

และการหมุนรูป (Rotation) จากนั้นน�ำขอ้มูลรูปภาพทั้งหมด

แบ่งเป็นขอ้มูลส�ำหรับการฝึก (Training Dataset) จ�ำนวน 80% 

และขอ้มูลส�ำหรับการทดสอบ (Testing Dataset) จ�ำนวน 20% 

น�ำเขา้ประมวลผลกบัโมเดล Convolutional Neural Network 

(CNN) และโมเดล Support Vector Machine (SVM) โดย

ขอ้มูลท่ีเขา้ประมวลผลในโมเดล SVM จะผา่นขั้นตอนการท�ำ  
Histogram of Oriented Gradients (HOG) เพ่ือท�ำการสกดั

คุณลกัษณะ (Feature Extraction) จากนั้นท�ำการปรับคา่ตวัแปร

ต่างๆ ของทั้ง 2 โมเดลเพื่อใหไ้ดโ้มเดลท่ีเหมาะสมท่ีสุด 

Abstract

	 This independent study is research how to apply  

between the UAV technology, deep learning technology and 

support vector machine (SVM) technical to detect building 

in image. The image data source is come from PTT Public 

Company Limited. In data preparation process will have sub 

process as data selection process, data augmentation process 

by crop, horizontal flips, rotation. The total data were split-

ted to 80% for training and 20% of testing. For model SVM,  

the technic for feature extraction step is Histogram of Orient-

ed Gradient (HOG). For both model will vary value of many 

parameters to find the best result of its.

1.  บทน�ำ

	 ท่อส่งก๊าซธรรมชาติมีความส�ำคญัอย่างมากในดา้น

พลงังานของประเทศโดยเฉพาะในช่วงเวลาปัจจุบนัท่ีมีการ

ปรับเปล่ียนการใชพ้ลงังานเป็นพลงังานสะอาดมากข้ึนจากกรณี

สภาวะโลกร้อนท่ีเกิดทุกแห่ง ท�ำใหก๊้าซธรรมชาติท่ีถือวา่เป็น

พลงังานสะอาดนั้นมีปริมาณและความตอ้งการการใชเ้พ่ิมข้ึน 
อย่างมากและมีแนวโน้มท่ีจะเพิ่มข้ึนอย่างต่อเน่ือง โดยการ

ขนส่งก๊าซธรรมชาตินั้ นจะใช้การขนส่งทางท่อเป็นหลัก  
การออกแบบและบ�ำรุงรักษาระบบท่อจึงเป็นส่ิงท่ีส�ำคญัมาก

และตอ้งเป็นไปตามมาตรฐานสากลซ่ึงในมาตรฐาน ASME 

B31.8 นั้นตวัแปรท่ีส�ำคญัไม่ว่าจะเป็นเร่ืองการออกแบบแรง

ดนัท่อดนัหรือขั้นตอนการทดสอบท่อจะข้ึนกบัค่าตวัแปร Location 

Classโดยค่าตวัแปร Location Class จะก�ำหนดมาจากจ�ำนวน

อาคารท่ีอยูอ่าศยัในระยะ 1 ไมล ์นบัจากแนวท่อส่งก๊าซธรรมชาติ  

ดงันั้นจึงจะตอ้งมีการส�ำรวจชุมชนตลอดแนวท่อเป็นประจ�ำ

เพื่อก�ำหนดแรงดนัสูงสุดของท่อส่งก๊าซ

	 ปัจจุบันเทคโนโลยีอากาศยานไร้คนขับ (UAV)  

ไดรั้บการพฒันาอยา่งต่อเน่ืองใหมี้การใชง้านไดอ้ยา่งยาวนาน 

มีประสิทธิภาพการควบคุมท่ีดี มีระยะควบคุมท่ีไกลและ

สามารถติดตั้งกลอ้งความละเอียดสูงได ้และเทคโนโลยีการ

เรียนรู้เชิงลึก (Deep Learning) ไดถู้กพฒันาและมีการน�ำมา

ใชง้านอยา่งแพร่หลายโดยเฉพาะเทคนิค Convolution Neural 

Networks (CNN) และเทคนิค Support Vector Machine (SVM) 

ท่ีผา่นการสกดัคุณลกัษณะ (Feature Extraction) ดว้ยเทคนิค 

Histogram of Oriented Gradient (HOG) เป็นเทคนิคท่ีใชก้บั

การตรวจจบัวตัถุผา่นรูปภาพหรือวดีีโอ งานวจิยัน้ีจึงมีแนวคิด

ท่ีจะศึกษาการประยกุตใ์ชเ้ทคโนโลยทีั้ง 3 อยา่งท่ีไดก้ล่าวมา

นั้นมาใชใ้นการส�ำรวจชุมชนแนวท่อส่งก๊าซธรรมชาติ เพ่ือเพิม่

ความรวดเร็ว ความแม่นย �ำและเพิม่ประสิทธิภาพในการบริหาร
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2.  แนวคดิ ทฤษฎ ีวรรณกรรม

2.1  ความรู้เกีย่วกบัมาตรฐาน ASME B 31.8

	 มาตรฐาน ASME B31.8 มีช่ือวา่ Gas Transmission and 

Distribution Piping System เป็นมาตรฐานท่ีระบุถึงระบบท่อ 

ส่งก๊าซธรรมชาติทั้งดา้นการออกแบบและการบ�ำรุงรักษา เช่น 

วสัดุท่ีใชใ้นระบบท่อส่งก๊าซ ขั้นตอนการออกแบบ การตรวจ

สอบท่อส่งก๊าซ การผลิตท่อส่งก๊าซ การใชง้านและการดูแล

รักษาท่อส่งก๊าซเป็นตน้ ซ่ึงหวัขอ้ท่ีเก่ียวขอ้งกบังานวิจยัน้ีจะมี

หวัขอ้การประเมิน Location Classจะแบ่งเป็น 4 ระดบัหลกัๆ คือ

	 1) Location Class 1 คือในระยะ 1 ไมล ์นบัการแนว 

ท่อส่งก๊าซจะมีอาคารท่ีมนุษย์อาศัยอยู่ไม่เกิน 10 อาคาร  

ซ่ึงจะแบ่งยอ่ยออกเป็น 2 ประเภท ซ่ึงส่งผลต่อค่า Design Factor 

และค่า Test Maximum Operating Pressure ท่ีต่างกนัพ้ืนท่ี 

ท่ีมาตรฐานยกตวัอย่างเช่น พ้ืนท่ีภูเขา พ้ืนท่ีบริเวณเกษตร  
และพื้นท่ีรกร้าง เป็นตน้

	 2) Location Class 2 คือในระยะ 1 ไมล ์นบัการแนวท่อ

ส่งก๊าซ จะมีอาคารท่ีมนุษยอ์าศยัอยูต่ ั้งแต่ 10 - 46 อาคารพื้นท่ี 
ท่ีมาตรฐานยกตัวอย่างเช่น พ้ืนท่ีโรงงานอุตสาหกรรม  
และพื้นท่ีชานเมือง เป็นตน้

	 3) Location Class 3 คือในระยะ 1 ไมล์ นับการ 

แนวท่อส่งก๊าซ จะมีอาคารท่ีมนุษยอ์าศยัอยูม่ากกวา่ 46 อาคาร

แต่ไม่ใช่พ้ืนท่ีท่ีถูกนิยามใน Location Class 4 พ้ืนท่ีท่ี มาตรฐาน

ยกตวัอย่างเช่น แหล่งท่ีอยู่อาศยั พ้ืนท่ีโรงงานอุตสาหกรรม  

และพื้นท่ีท่ีมีหา้งสรรพสินคา้ เป็นตน้

	 4) Location Class 4 คือบริเวณท่ีมีอาคารสูงตั้งแต่ 4 

ชั้นข้ึนไปจ�ำนวนมาก มีการจราจรท่ีแออดั และมีสาธารณูปโภค 
ท่ีติดตั้งใตดิ้นหลากหลาย

2.2 ความรู้การเรียนรู้เชิงลกึ (Deep Learning) 

	 เป็นรูปแบบหน่ึงของ Machine Learning ซ่ึงมีโครงสร้าง

ลกัษณะแบบโครงข่ายประสาทเทียม (Neural Network) 

ท่ีประกอบไปดว้ยชั้น Layer อยา่งนอ้ยจ�ำนวน 3 Layers คือชั้น 

Input Layer ท�ำหนา้ท่ีรับขอ้มูล Input เขา้มาและส่งขอ้มูลต่อ

ไปท่ี Layer ชั้นถดัไป, Hidden Layer ท�ำหนา้ท่ีรับขอ้มูลจาก 

Input Layer มาประมวลผลและส่งค่าไปยงั Layer ชั้นถดัไปโดย  
Hidden Layer สามารถมีไดห้ลากหลายชั้น Layer แต่ละ Layer 
จะมีค่าท่ีใช้ประมวลผลเช่น ค่าถ่วงน�้ ำหนัก (Weight) ค่า

ความเอนเอียง (Bias) และวธีิการประมวลผลทางคณิตศาสตร์  

(Activation Function) ท่ีแตกต่างกนัออกไปและเป็นอิสระ 

ต่อกนัในชั้นต่อมาคือ   Output Layer ท�ำหน้าท่ีรับค่าจาก  
Hidden Layer แลว้ไปแสดงค่าผลลพัธ์ซ่ึงโครงข่ายประสาทเทียม

น้ีเป็นการจ�ำลองรูปแบบการท�ำงานของระบบประสาทมนุษย ์

โดย Deep Learning จะมีการเรียนรู้และปรับเปล่ียน 

ค่าต่างๆ เพื่อใหผ้ลลพัธ์ท่ีไดมี้ความถูกตอ้งมากข้ึน

 

 

ภาพที ่1  แบบจ�ำลอง Model Neural Network

2.2.2 โครงข่ายประสาทเทยีมแบบคอนโวลูชัน (Convolutional 

Neural Network, CNN) 

	 เป็นเทคนิคการเรียนรู้เชิงลึกประเภทหน่ึง ท่ีมีชั้น  

Convolution Layer เพื่อสกดัคุณลกัษณะ (Feature Extraction) 

จากรูปภาพขอ้มูล Input โดยใช ้Filter ในการใชส้กดัคุณลกัษณะ

โดย Filter คือขนาดพ้ืนท่ียอ่ยๆ ท่ีก�ำหนดข้ึนจากนั้นน�ำ Filter 

เคล่ือนท่ีเรียงตามข้อมูลรูปภาพเพ่ือท�ำการ Convolution  

โดยขนาดหรือระยะการเคล่ือนท่ีเรียกว่า Stride ผลท่ีไดจ้าก 

Convolution คือชุดขอ้มูลท่ีเรียกวา่ Feature Maps ซ่ึงจะมีขนาด

นอ้ยกวา่ขนาดของภาพ Input ยิง่ Stride มีค่ามากข้ึนจะท�ำให ้

Feature Map ยิง่มีขนาดเลก็ลงแต่ท�ำใหก้ารค�ำนวณนั้นมีพ้ืนท่ี

ทบัซ้อนกนันอ้ยลง หากตอ้งการให้ขนาดของ Feature Map  

ไม่ลดลงจะมีเทคนิคท่ีใชเ้พิ่มเติมเรียกว่าการ Zero Padding  

และจะมีเทคนิคการน�ำฟังกช์นักระตุน้ (Activation Function)  

ท่ีเรียกวา่ ReLu มาใชเ้พ่ือปรับค่าใหก้บั Feature Map มีความซบั

ซอ้นนอ้ยลงคือใหค้งเหลือแต่ค่าท่ีมากกวา่ 0 ส่วนค่าท่ีนอ้ยกวา่ 

0 นั้นจะถูกตดัท้ิงจะท�ำใหไ้ด ้Feature Map ท่ีน�ำไปประมวลผล

โมเดลไดร้วดเร็วยิง่ข้ึน

 

ภาพที ่2 ตวัอยา่งวธีิการท�ำ Padding และการค�ำนวณ Feature Map
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	 ซ่ึงโดยปกติเสน้ Hyperplane จะเป็นเสน้ตรง (Linear) 

ท�ำให้มีขอ้จ�ำกดัในการสร้างโมเดลในกรณีท่ีขอ้มูลมีความ 

ซับซ้อนมาก จึงไดมี้น�ำ Kernel Function มาใชใ้นการปรับ

เปล่ียนขอ้มูลให้มีมิติท่ีเพ่ิมมากข้ึนเพ่ือจะสามารถสร้างเส้น 

Hyperplane ท่ีเหมาะสมในการแบ่งประเภทกบัขอ้มูลท่ีมีความ

ซบัซอ้นได ้

 

ภาพที ่5 ตวัอยา่งการท�ำงานของ Kernel Function

2.2.4 Histogram of Oriented Gradients (HOG)

	 เป็นเทคนิคท่ีใชใ้นการท�ำ Image Processing โดยมี 

จุดประสงคเ์พ่ือสกดัคุณลกัษณะ (Feature Extraction) ซ่ึงน�ำ

มาใชใ้นการตรวจจบัวตัถุ หลกัการท�ำงานคือการหารูปทรง

ของวตัถุในรูปจากความหนาแน่นของ Gradients โดยการแบ่ง

รูปออกเป็น Cells ยอ่ยๆ ในแต่ละ Cell นั้นจะมีจ�ำนวน Pixels 
ตามท่ีก�ำหนด จากนั้นค�ำนวณหา Gradient ในแต่ละ Cell  
หลงัจากไดค่้า Gradient มาแลว้จะน�ำไปค�ำนวณค่า Magnitude  

และ ค่า มุมองศา (Angle) จากนั้นจะจดั Block โดยแต่ละ 

Block จะประกอบไปดว้ยจ�ำนวน Cell ท่ีก�ำหนดเพ่ือน�ำค่า 

ในแต่ละ Block มาค�ำนวณ Histogram แบ่งตามความถ่ีของจ�ำนวน  

Bins ต่างๆตามท่ีก�ำหนดส่ิงท่ีไดจ้ะเป็น Feature Vector 

 

ภาพที ่6 ตวัอยา่งการท�ำ HOG

2.2.5 กระบวนการวเิคราะห์ข้อมูลวธีิ CRISP-DM (Cross-In-
dustry Standard For Data Mining)

	 กระบวนการ CRISP-DM เป็นวธีิการท�ำเหมืองขอ้มูล

เพ่ือใชใ้นการวิเคราะห์ขอ้มูลขนาดใหญ่เพ่ือแกไ้ขปัญหาหรือ

สร้างโอกาสทางธุรกิจใหม่ๆในการตอบโจทยธุ์รกิจนั้นๆ  
โดยจะประกอบไปดว้ยขั้นตอนทั้งหมด 6 ขั้นตอนดงัน้ี

	 CNN จะมีการใชช้ั้น Pooling Layer มาวางต่อจากชั้น 

Convolution Layer เพ่ือลดขนาดของ Feature Map ลงโดยยงั

คุณลกัษณะเด่นของ Feature Map นั้นๆไวเ้พ่ือส่งต่อใหก้บั Layer 
ในชั้นถดัไปน�ำไปวเิคราะห์ไดง่้ายข้ึน การ Pooling นั้นจะตอ้ง

ก�ำหนดขนาดของ Pooling และค่า Stride ท่ีใชเ้ล่ือน Pooling 

การ Pooling มีวิธีการอยูห่ลกัๆ อยู ่2 วิธีคือ Max pooling คือ

การน�ำค่าท่ีสูงท่ีสุดท่ีปรากฎใน Pool ออกมาเป็นค่าตวัแทนและ 

Average Pooling คือการน�ำค่าใน Pool มาหาค่าเฉล่ียเพ่ือเป็น

ตวัแทนของ Pool ชั้นสุดทา้ย Fully Connected Layer เป็นช่วง

ท่ีรับขอ้มูลหลงัจากท�ำการสกดัคุณลกัษณะแลว้เสร็จจะเป็นช่วง

ท่ีท�ำการจ�ำแนกประเภท (Classification) ซ่ึงจะประกอบไปดว้ย

ชั้น Hidden Layer และชั้น Output Layer โดยจ�ำนวน Node ของ 

Output Layer จะใหเ้ท่ากบัจ�ำนวน Label ท่ีตอ้งการจะตรวจจบั

 

ภาพที ่3 แบบจ�ำลอง Model CNN

2.2.3 Support Vector Machines (SVM)

	 เป็น Machine Learning แบบ Supervised Learning 

กล่าวคือเป็นโมเดลท่ีจะตอ้งมีการฝึกฝนก่อนน�ำไปใช้งาน  

โดยการท�ำงานของโมเดลคือการหาเส้น Hyperplane เพ่ือแบ่ง

ขอ้มูลแต่ละประเภท (Class) ออกจากกนัโดย Model ท่ีดีจะสร้างเสน้ 

Hyperplane ท่ีแบ่งประเภทขอ้มูลออกจากกนัแลว้ผลรวมระยะ

ห่างของเส้นแบ่งกบัขอ้มูลท่ีใกลเ้ส้นท่ีสุดจะมีค่ามากท่ีสุด 

(Maximum Margin) เน่ืองจากหากมีขอ้มูลอ่ืนๆ มาผา่นประมวล

ผลในโมเดลจะท�ำใหโ้อกาสท่ีจะเกิดขอ้ผดิพลาดนั้นนอ้ยลง  คือ

ลดการ Overfitting

 

ภาพที ่4 ตวัอยา่งเสน้ Hyperplane จาก Model ทั้ง 3 Model
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	 1) Business Understanding เป็นขั้นตอนแรก 
ซ่ึงจะเน้นไปทางการเข้าใจปัญหาของธุรกิจหรือโอกาส 
ทางธุรกิจเพ่ือจะไดก้�ำหนดวตัถุประสงคข์องการจดัท�ำเหมือง
ขอ้มูล การวางแผนและกรอบการท�ำงานในแต่ละขั้นตอนต่อไป
	 2)  Data Understanding เป็นขั้นตอนการรวบรวมขอ้มูล
ท่ีเก่ียวขอ้งในการจดัท�ำเหมืองขอ้มูลตามวตัถุประสงค์จาก 
ขั้นตอน Business Understanding และด�ำเนินการพิจารณา
ขอ้มูลว่ามีความน่าเช่ือถือ เหมาะสม และเพียงพอต่อการ 
น�ำไปวเิคราะห์ในขั้นตอนต่อไปหรือไม่
	 3) Data Preparation เป็นขั้นตอนการแปลงขอ้มูล 
ท่ีไดร้วบรวมมาจากกระบวนการก่อนหน้าซ่ึงอยู่ในรูปแบบ 
ของขอ้มูลดิบ (Raw Data) มาด�ำเนินการแปลงให้เป็นขอ้มูล 
ท่ีเหมาะสมในการวเิคราะห์
	 4) Modeling เป็นการก�ำหนดเทคนิคและด�ำเนินการ
ท�ำเหมืองขอ้มูลจากขอ้มูลท่ีไดรั้บจากขั้นตอนก่อนหนา้เพ่ือตอบ
โจทยว์ตัถุประสงค ์โดยจะมีการปรับ Parameter ต่างๆ ใหเ้หมาะสม 
กบัขอ้มูลท่ีใช้และสามารถใช้หลากหลายเทคนิคในการท�ำ
เหมืองขอ้มูลได้
	 5)  Evaluat ion ขั้ นตอนการประเมินหรือวัด
ประสิทธิภาพของโมเดลท่ีใชว้ิเคราะห์ขอ้มูลซ่ึงจะส่งผลถึง 
การปรับ Parameter ต่างๆในช่วง Modeling และช่วงการท�ำ 
Data Preparation โดยในการประเมินการท�ำ Classification  
กจ็ะมีค่าท่ีนิยมน�ำมาใชด้งัน้ี
	 - ค่าความถูกตอ้ง (Accuracy) เป็นค่าความถูกตอ้ง
แม่นย �ำของโมเดลโดยนิยมแสดงในรูปของ Percentage 
	 - ค่า Precision เป็นการประเมินทางดา้นฝ่ัง Positive 
วา่มีความแม่นย �ำมากนอ้ยเท่าไหร่โดยยิง่มีค่าท่ีสูงยิง่ดี ซ่ึงค่าท่ี
มากท่ีสุดคือ 1 โดยค�ำนวณจากสมการดงัน้ี
	 - ค่า Recall เป็นการประเมินความไวของโมเดลยิง่มี
ค่าท่ีสูงยิง่ดีโดยค่ามากท่ีสุดคือ 1 
	 - ค่า F1 Score เป็นการเฉล่ียแบบ Harmonic Mean 
ระหวา่งค่า Precision กบัค่า Recall 
โดยตวัแปรทั้ งหมดท่ีกล่าวมานั้นมาจากค่าใน Confusion  
Matrix ดงัตารางท่ี 1 
ตารางที ่1 Confusion Matrix

	 6) Deployment ขั้นตอนการน�ำโมเดลท่ีมีประสิทธิภาพ

ดีท่ีสุดไปใชเ้พื่อตอบโจทยว์ตุัประสงค์

 

ภาพที ่7 กระบวนการวเิคราะห์ขอ้มูล CRISP-DM

3. วธีิวจิยั

3.1 Business Understanding

	 ในการส�ำรวจชุมชนบริเวณท่อส่งก๊าซนั้นปัจจุบนั 
จะใชว้ิธีขบัรถตามแนวท่อท�ำใหเ้กิดปัญหาเร่ืองบุคลากรและ

เวลาจ�ำนวนมากอีกทั้งหลายพ้ืนท่ีไม่สามารถน�ำพาหนะเขา้ถึง

ไดจ้ะตอ้งใชก้ารเดินส�ำรวจแทนจึงท�ำให้อาจจะมีการส�ำรวจ 

ท่ีไม่ทัว่ถึงทั้งหมดประกอบกบัการขยายตวัของชุมชนท่ีรวดเร็วข้ึน 
ในปัจจุบนัท�ำให้การส�ำรวจจึงมีความส�ำคญัมากข้ึน จึงไดน้�ำ

เอาประเดน็ความส�ำคญัและปัญหาดงักล่าวมท�ำการวจิยัโดยจะ

น�ำเอาขอ้มูลภาพถ่ายจากเทคโนโลยโีดนมาท�ำการประยกุตใ์ช ้

ในการประเมิน Location Class โดยประยกุตร่์วมกบัการเรียนรู้ 

เชิงลึก (Deep Learning) เพ่ือตรวจจบัท่ีพกัอาศยัจากขอ้มูลภาพถ่าย

3.2 Data Understanding

	 ในขั้นตอนน้ีขอ้มูลรูปภาพจะมาจากเอกสารรายงาน 
ผลการปฏิบติังาน การจดัท�ำภาพถ่ายทางอากาศเพ่ือประเมินการ

เปล่ียนแปลงของพ้ืนท่ีแนวท่อดว้ยอากาศยายไร้คนขบั (UAV) 

ซ่ึงมีทั้งหมด 10 รายงานแบ่งเป็นตามพ้ืนท่ีศูนยป์ฏิบติัการของ

ระบบท่อส่งก๊าซธรรมชาติของ บริษทั ปตท.  จ�ำกดั (มหาชน) 

ทั้งหมด 10 เขต ทั้งหมดจะครอบคลุม 18 จงัหวดัประกอบไปดว้ย 

ชลบุรี, ฉะเชิงเทรา, อยธุยา, สระบุรี, ระยอง, ราชบุรี, นครปฐม, 

กทม., นนทบุรี, กาญจนบุรี, ปทุมธานี, นครนายก, ปราจีนบุรี, 

อ่างทอง, สิงห์บุรี, ชยันาท, นครสวรรค ์และ นครราชสีมา  

โดยรูปภาพท่ีไดจ้ากการบิน UAV จะน�ำมาผา่นกระบวนการ 

Data Preparation ให้เป็นภาพถ่ายแบบออร์โธ (ภาพถ่ายทาง

อากาศซ่ึงผ่านกระบวนการปรับแกค้วามผิดเพ้ียนเน่ืองจาก

 

5) Evaluation ขั้นตอนการประเมินหรือวดัประสิทธิภาพ
ของโมเดลท่ีใชว้เิคราะห์ขอ้มูลซ่ึงจะส่งผลถึงการ
ปรับ Parameter ต่างๆในช่วง Modeling และช่วงการ
ท า Data Preparation โดยในการประเมินการท า 
Classification กจ็ะมีค่าท่ีนิยมน ามาใชด้งัน้ี 

- ค่าความถูกตอ้ง (Accuracy) เป็นค่าความถูกตอ้ง
แม่นย  าของโมเดลโดยนิยมแสดงในรูปของ 
Percentage  

- ค่า Precision เป็นการประเมินทางดา้นฝ่ัง Positive วา่
มีความแม่นย  ามากนอ้ยเท่าไหร่โดยยิง่มีค่าท่ีสูงยิง่ดี 
ซ่ึงค่าท่ีมากท่ีสุดคือ 1 โดยค านวณจากสมการดงัน้ี 

- ค่า Recall เป็นการประเมินความไวของโมเดลยิง่มี
ค่าท่ีสูงยิง่ดีโดยค่ามากท่ีสุดคือ 1  

- ค่า F1 Score เป็นการเฉล่ียแบบ Harmonic Mean 
ระหวา่งค่า Precision กบัค่า Recall  

โดยตวัแปรทั้งหมดท่ีกล่าวมานั้นมาจากค่าใน Confusion 
Matrix ดงัตารางท่ี 1  
ตารางท่ี 1 Confusion Matrix 

 Predicted Values 
Positive Negative 

Ac
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l V
alu

es 

Positive 
True Positive 

(TP) 

False 
Negative 
(FN) 

Negative 
False Positive 

(FP) 
True Negative 

(TN) 
6) Deployment ขั้นตอนการน าโมเดลท่ีมีประสิทธิภาพดี

ท่ีสุดไปใชเ้พื่อตอบโจทยว์ตัปุระสงค ์
 

 
 
ภาพท่ี 7 กระบวนการวิเคราะห์ขอ้มูล CRISP-DM 
 

3. วธิีวจิัย 
3.1 Business Understanding 
ในการส ารวจชุมชนบริเวณท่อส่งก๊าซนั้นปัจจุบนัจะใช้
วิธีขบัรถตามแนวท่อท าใหเ้กิดปัญหาเร่ืองบุคลากรและ
เวลาจ านวนมากอีกทั้งหลายพื้นท่ีไม่สามารถน าพาหนะ
เขา้ถึงไดจ้ะตอ้งใชก้ารเดินส ารวจแทนจึงท าใหอ้าจจะมี
การส ารวจท่ีไม่ทัว่ถึงทั้งหมดประกอบกบัการขยายตวั
ของชุมชนท่ีรวดเร็วข้ึนในปัจจุบนัท าใหก้ารส ารวจจึงมี
ความส าคญัมากข้ึน จึงไดน้ าเอาประเดน็ความส าคญัและ
ปัญหาดงักล่าวมท าการวิจยัโดยจะน าเอาขอ้มูลภาพถ่าย
จากเทคโนโลยโีดนมาท าการประยกุตใ์ชใ้นการประเมิน 
Location Class โดยประยกุตร่์วมกบัการเรียนรู้เชิงลึก 
(Deep Learning) เพื่อตรวจจบัท่ีพกัอาศยัจากขอ้มูล
ภาพถ่าย 
 
3.2 Data Understanding 
ในขั้นตอนน้ีขอ้มูลรูปภาพจะมาจากเอกสารรายงานผล
การปฏิบติังาน การจดัท าภาพถ่ายทางอากาศเพื่อประเมิน
การเปล่ียนแปลงของพื้นท่ีแนวท่อดว้ยอากาศยายไร้
คนขบั (UAV) ซ่ึงมีทั้งหมด 10 รายงานแบ่งเป็นตามพื้นท่ี
ศูนยป์ฏิบติัการของระบบท่อส่งก๊าซธรรมชาติของ บริษทั 
ปตท.  จ  ากดั (มหาชน) ทั้งหมด 10 เขต ทั้งหมดจะ
ครอบคลุม 18 จงัหวดัประกอบไปดว้ย ชลบุรี, 
ฉะเชิงเทรา, อยธุยา, สระบุรี, ระยอง, ราชบุรี, นครปฐม, 
กทม., นนทบุรี, กาญจนบุรี, ปทุมธานี, นครนายก, 
ปราจีนบุรี, อ่างทอง, สิงห์บุรี, ชยันาท, นครสวรรค ์และ 
นครราชสีมา โดยรูปภาพท่ีไดจ้ากการบิน UAV จะน ามา
ผา่นกระบวนการ Data Preparation ใหเ้ป็นภาพถ่ายแบบ
ออร์โธ (ภาพถ่ายทางอากาศซ่ึงผา่นกระบวนการปรับแก้
ความผิดเพี้ยนเน่ืองจากเรขาคณิตของการถ่ายภาพ และ
ความสูงต่างท่ีกนัของภูมิประเทศ (Relief Displacement)) 
และน าภาพมารวมกนัออกเป็นภาพ Orthomosiac ก่อน
จดัท าออกมาในรูปแบบเอกสารรายงาน โดยการตีกรอบ
บริเวณท่ีสนใจมาเสนอในเอกสารรายงานท าใหข้นาด
รูปภาพท่ีไดม้าจะมีขนาดท่ีไม่เท่ากนัในแต่ละรูป ซ่ึง
รูปภาพขอ้มูลท่ีจะน ามาจดัท าต่อในงานวิจยัน้ีจะท าการ 
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เรขาคณิตของการถ่ายภาพ และความสูงต่างท่ีกันของ

ภูมิประเทศ (Relief Displacement)) และน�ำภาพมารวมกนัออก

เป็นภาพ Orthomosiac ก่อนจดัท�ำออกมาในรูปแบบเอกสาร

รายงาน โดยการตีกรอบบริเวณท่ีสนใจมาเสนอในเอกสาร

รายงานท�ำให้ขนาดรูปภาพท่ีได้มาจะมีขนาดท่ีไม่เท่ากัน 

ในแต่ละรูป ซ่ึงรูปภาพขอ้มูลท่ีจะน�ำมาจดัท�ำต่อในงานวจิยัน้ีจะ

ท�ำการ Data Selection โดยการ Save มาจากรายงานแต่ละฉบบั

ท่ีมีเฉพาะรูปภาพท่ีพกัอาศยัอยูใ่นรูปภาพของรายงานปี 2564 

จะไดรู้ปทั้งหมด 119 รูป โดยรูปทั้งหมดเป็นไฟลน์ามสกลุ JPG

 

ภาพที ่8 ตวัอยา่งรายละเอียดในเอกสารรายงาน

3.3 Data Preparation

	 ในขั้นตอนการเตรียมขอ้มูลน้ี จากรูปทั้งหมด 119 รูป 
จะท�ำการตีกรอบ (Crop) บริเวณท่ีสนใจคือบริเวณท่ีเป็น

ท่ีพกัอาศัยออกมาเป็นรูปย่อยๆของแต่ละอาคารเพ่ือเพ่ิม

ปริมาณขอ้มูลและตดัขอ้มูลท่ีไม่จ�ำเป็นออกจะท�ำให้ขอ้มูลมี 

รายละเอียดเฉพาะในส่วนท่ีตอ้งการใชส้�ำหรับการฝึกฝนและ

ทดสอบโมเดลเพ่ือตรวจจบัเท่านั้นโดยชุดขอ้มูลรูปภาพจะมี 
รายละเอียดของท่ีอยูอ่าศยัของแต่ละรูปเป็น 1 อาคารท่ีพกัอาศยั

ต่อ 1 รูป 

 

ภาพที ่9 ตวัอยา่งขอ้มูลรูปภาพท่ีท�ำการตีกรอบบริเวณท่ีอยูอ่าศยั

	 ส่งผลให้ได้จะได้รูปทั้ งหมด 332 รูปส�ำหรับรูป 
ท่ีพกัอาศยัและท�ำการตีกรอบรูปภาพอ่ืนๆ ท่ีไม่ใช่รูปท่ีอยู่

อาศยัอีก 200 รูปเพื่อเป็นอีก 1 Label รวมเป็นทั้งหมด 532 รูป

ซ่ึงขอ้มูลแต่ละรูปจะมีขนาด (Dimension) ท่ีแตกต่างกนัจึงได้

ท�ำการปรับให้ขนาดของภาพเท่ากนัทั้งหมดเพ่ือให้สามารถ

น�ำเขา้ประมวลผลในโมเดลไดแ้ละเม่ือท�ำการตรวจสอบค่าสี 

พบวา่มีขอ้มูลบางรูปมีค่าสีเป็น RGBA ปนอยูก่บัรูปท่ีมีค่าสีเป็น 

RGB จึงไดท้�ำการเปล่ียนใหเ้ป็น RGB ทั้งหมด

 

ภาพที ่10 ตวัอยา่งการตรวจสอบ Shape ของขอ้มูล

	 เน่ืองจากขอ้มูลรูปยงัมีจ�ำนวนท่ีน้อยอยู่อาจจะมีผล 

ต่อการฝึกและทดสอบโมเดลได้ซ่ึงมีโอกาสท่ีจะท�ำให้ได ้

ค่าความแม่นย �ำ  (Accuracy) ท่ีต�่ำหรือเกิดการ Over Fit ข้ึน 
จึงด�ำเนินการจดัท�ำ Data Augmentation เพื่อเพิ่มจ�ำนวนขอ้มูล

รูปโดยการพลิก (Flip) ในแนวนอน (Horizontal) ทุกรูปและน�ำ

แต่ละรูปมาท�ำการหมุน (Rotation) ดว้ยมุมองศา 90,  180,  270 

ทุกรูปท�ำใหจ้ะไดข้อ้มูลรูปทั้งหมด 2,660 รูป

  

  

ภาพที ่11 ตวัอยา่งการท�ำ Data Augmentation
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	 เม่ือท�ำการตรวจสอบขอ้มูลรูปภาพนามสกุล JPG  

ซ่ึงโดยปกติขอ้มูลรูปภาพ RGB จะประกอบไปดว้ยชั้น สีแดง 

(Red) สีเขียว(Green) และสีน�้ ำเงิน (Blue) อยา่งละ 1 Metrix  
และค่าท่ีแสดงจะเป็นคา่ตวัเลขสีจาก 0–255 แต่เม่ือผา่น Function 

ท่ีท�ำการปรับขนาด (Resize) จะส่งผลใหข้อ้มูลจะถูกแปลงจาก

ชนิดขอ้มูล uint8 เป็นชนิด Float โดยอตัโนมติั โดยส่งผลให้

ค่าตวัเลขจะถูกแปลงจากค่า 0-255 เป็นค่า 0-1

 

ภาพที ่12 ตวัอยา่ง Data Type ท่ีเปล่ียนไป

	 ในขั้นตอนถดัมาจะท�ำการก�ำหนด Label ของขอ้มูล

รูปภาพอาคารท่ีพกัอาศยัจาก House เป็นเลข 0 และขอ้มูลรูปภาพ 

อ่ืนๆ จาก Other เป็น 1 เพ่ือใชใ้นการฝึกและทดสอบโมเดล 

ทั้งน้ีขอ้มูลรูปภาพทั้งหมดจะแบ่งขอ้มูลออกเป็น 80% ส�ำหรับ

การฝึกและ 20% ส�ำหรับการทดสอบในส่วนดา้นการท�ำ Data 

Preprocessing ของเทคนิค SVM จะมีขั้นตอนเพิ่มข้ึนมาจาก 
ท่ีกล่าวมาในขา้งตน้คือการท�ำ Histogram of Oriented Gradients 

(HOG) โดยจะมีการปรับตวัแปร : Pixel/Cell, Cells/Block 

และ จ�ำนวน Bin Orientation เพ่ือจะท�ำการสกดัคุณลกัษณะ  

(Feature Extraction) ออกมาใหไ้ดผ้ลลพัธ์ท่ีเหมาะสมส�ำหรับ

ใชใ้นการท�ำโมเดลขั้นตอนถดัไป และเน่ืองจากเม่ือใชเ้ทคนิค

การท�ำ HOG ผลลพัธ์ท่ีไดจ้ะมีลกัษณะท่ีเป็นรูปทรง เพ่ือใหง่้าย 

และรวดเร็วในการท�ำจึงได้มีการเปล่ียนรูปจากค่าสี RGB  

เป็นค่าสี Grayscale เพ่ือลดความซบัซอ้นของขอ้มูลรูป

 

ภาพที ่13 ตวัอยา่งการท�ำ HOG กบั Data

3.4 Modeling

3.4.1 Deep Learning Model

	 เทคนิคท่ีจะน�ำมาประยกุตใ์ชใ้นการวจิยัน้ีคือ การเรียน

รู้เชิงลึก (Deep Learning) โดยจะใชเ้ทคนิคท่ีเรียกวา่ โครงข่าย

ประสาทเทียมแบบ Convolutional Neural Network (CNN)  

ซ่ึงขั้นตอนการสร้างโมเดลจะแบ่งเป็นออกเป็น 2 ช่วงดงัน้ี

3.4.1.1 ช่วงการสกดัคุณลกัษณะ (Feature Extraction) 

จะประกอบไปดว้ย

	 1.ชั้น Convolution Layer โดยขั้นตอนน้ีจะมีการ

ทดลองปรับเปล่ียนจ�ำนวนชั้น, ขนาดของ Kernel, ขนาดของ 

Stride และ Activation Function Relu เป็นตน้ เพ่ือใหโ้มเดล

ไดค่้าแม่ย �ำท่ีสูงท่ีสุด

	 2. ชั้น Pooling Layer โดยขั้นตอนน้ีจะมีการทดลอง

ปรับการใชค่้าสูงสุดหรือค่าเฉล่ียในการค�ำนวณและค่า Pool 

size รวมถึงล�ำดบัชั้นและจ�ำนวนชั้นของ Pooling เป็นตน้  
เพื่อใหไ้ดค่้าความแม่นย �ำสูงสุด

	 3. ชั้น Flatten Layer จะมีชั้นเดียวเป็นชั้นสุดทา้ยของ

ช่วงการสกดัคุณลกัษณะเพ่ือเตรียมขอ้มูลไวส่้งต่อให้กบัช่วง

การจ�ำแนกประเภทต่อไป 

3.4.1.2	 ช่วงการจ�ำแนกประเภท (Classification) (Fully  

Connected) จะประกอบไปดว้ย

	 1. Hidden Layer โดยขั้นตอนน้ีจะมีการทดลองปรับ

จ�ำนวนของ Node และจ�ำนวนชั้นของ Hidden Layer เป็นตน้ 

เพื่อใหไ้ดค่้าความแม่นยย �ำท่ีสูงท่ีสุด

	 2. Output Layer โดยในชั้นน้ีจะมีจ�ำนวน Node 2 Node 

เน่ืองจาก Label มี 2 Label

 

ภาพที ่14 ภาพตวัอยา่งการท�ำ Architecture Model CNN

	 จะมีการใช ้Optimizer ท่ีช่ือว่า Adaptive Moment  

Estimation (Adam) ของ Tensorflow ในการปรับค่า Loss และ 

Bias ซ่ึง Loss Function จะมีการทดลองใช ้2 Function ท่ีนิยม 

ในงานการจ�ำแนกประเภท (Classification)คือ1. Binary Cross 

Entropy 2.Categorical Cross Entropy เพ่ือเปรียบเทียบหาผลลพัธ์

ท่ีดีท่ีสุด นอกจากน้ีจะมีการปรับค่า Learning Rate เพื่อหาค่าท่ี

เหมาะสมท่ีสุดรวมถึงจะมีการปรับรอบการฝึกฝนโมเดลเพ่ือ

หาค่าจ�ำนวนรอบท่ีเหมาะสมโดยจะแบ่งชุดขอ้มูลส�ำหรับ

การฝึกออกอีก 20 % ใหเ้ป็นขอ้มูลท่ีใชท้ดสอบในแต่ละรอบ 

(Validation Data) เพ่ือใชใ้นการประเมินโมเดลในแต่ละรอบ 
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3.4.2 SVM Model

	 เทคนิคท่ี 2 ท่ีจะน�ำมาประยุกต์ใช้ในการวิจยัน้ีคือ  
Support Vector Machine (SVM) โดยจะท�ำการเขียน Code  

ดว้ยภาษา Python จะใช ้Kernel Function ‘rbf’ (Radial Basis 

Function) ท่ีเป็น Default ของ Library Skimage เน่ืองจากขอ้มูล

เราเป็นขอ้มูลรูปภาพมีความซบัซ้อนและยงัไม่มีคุณลกัษณะ

ของขอ้มูลท่ีชดัเจน จากนั้นจะท�ำการปรับค่าตวัแปร (Parameter) 
ต่างๆ ของโมเดล SVM เช่น ค่า C และค่า Gamma โดยท่ีค่า C 

เม่ือมีค่าท่ีมากข้ึนจะส่งผลให้โมเดลนั้นมีค่าโอกาสเกิดขอ้ผิด

พลาดท่ีนอ้ยลงแต่อาจจะส่งผลใหเ้กิดการ Overfit ข้ึนได ้หรือ

ท�ำให้รับชุดขอ้มูลในอนาคตท่ีมีความซับซ้อนเพิ่มข้ึนไม่ได ้

ส่วนค่า Gamma เม่ือมีค่าสูงข้ึนจะท�ำให้ระยะท่ีวาดออกจาก

จุดขอ้มูลแต่จะขอ้มูลมีขนาดท่ีเลก็ลงซ่ึงส่งผลใหมี้โอกาสเกิด

ขอ้ผดิพลาดไดน้อ้ยแต่อาจจะท�ำใหเ้กิดการ Overfit ข้ึนได ้หรือ

ท�ำให้รับชุดขอ้มูลในอนาคตท่ีมีความซับซ้อนเพิ่มข้ึนไม่ได ้
รวมถึงการปรับตัวแปรในช่วงของการสกัดคุณลักษณะ  

(Feature Extraction) ดว้ยเทคนิค HOG ดว้ย เพ่ือหาโมเดล 

ท่ีเหมาะสมกบัขอ้มูลมากท่ีสุด

 

ภาพที่ 15 ตวัอยา่งความสัมพนัธ์ระหว่าง Hyperplane กบัค่า 

ตวัแปร C และ Gamma

3.5 Evaluation

การประเมินผล Model จะใช ้3 วธีิในการประเมินผล

3.5.1 ค่าความแม่นย�ำ (Accuracy) 

	 ในช่วงการฝึกโมเดลโดยทดสอบจาก Validation Data 

และเปรียบเทียบกบัค่าความแม่นย �ำจากช่วงทดสอบโมเดล 

จาก Test Dataset ประเมินควบคู่กนั

3.5.2 ค่า Precision, Recall และค่า F1 Score 

เป็นการค�ำนวณค่าเฉล่ียของค่า Precision และค่า Recall ของ

ผลลพัธ์ในการทดสอบโมเดลดว้ย Test Dataset เพื่อดูค่า False 

Negative และ False Positive วา่มีนยัยะส�ำคญัในดา้นไหนหรือ

ไม่เพื่อใชใ้นการปรับปรุงโมเดล

3.5.3 ค่า Loss Validation

	 เพ่ือประเมินว่าโมเดลยงัสามารถเรียนรู้ไดม้ากกว่าน้ี

หรือไม่ และสามารถสะทอ้นถึงการเกิด Overfit ขอโมเดลได ้

โดยจะการประเมินผลจะใชท้ั้ง 3 วธีิควบคู่กนัในการวเิคราะห์

ประสิทธิภาพของโมเดล

4. ผลการวจิยัและอภปิรายผล

4.1 ผลการสกดัคุณลกัษณะ

4.1.1 Model CNN 

	 จะมีการปรับค่าจ�ำนวน Feature Map แต่ละชั้นของ 

Convolution Layer, ขนาดของ Kernel Size และขนาดของ 

Stride โดยจะใชก้ารประเมินจากการตรวจสอบดว้ยสายตา  

(Visual Check) ในการพิจารณาความชดัเจนของ Feature Map 

ควบคู่กบัค่าความแม่นย �ำ (Accuracy) และค่า Loss เพื่อท�ำการ

ปรับโมเดลแบบหยาบก่อนจะไปพิจารณาปรับแบบละเอียด 

โดยการดูค่า Precision, Recall และค่า F1 Score อีกคร้ัง

 

ภาพที ่16 ตวัอยา่ง Feature Map ชั้นท่ี 4 จ�ำนวน Feature= 32, 

Kernel_size = (4,4), Stride = (2,2)

	 ผลจาก Visual Check จะพบวา่ Feature Map มีลกัษณะ

ท่ีดูซ�้ ำกนัอยูจ่ �ำนวนหลาย Feature Map จึงพิจารณาลดจ�ำนวน 

Feature Map ลงเพ่ือไม่ใหโ้มเดลมีความซบัซอ้นจนเกินไปและ

เม่ือพิจารณาค่า Loss จากผลลพัธ์การประเมินจาก Validation 

Data โดยท�ำการฝึกทั้งหมด 20 รอบพบวา่ค่า Loss สูงถึงหลกัลา้น

ซ่ึงเป็นค่าท่ีสูงมากจึงเป็นจุดบ่งช้ีวา่โมเดลมีความซบัซอ้นเกิน

ไปเม่ือวเิคราะห์เพ่ิมเติมพบวา่กบั Feature Map ท่ีสกดัออกมา

นั้นดูไม่มีความชดัเจนจึงพิจารณาลดจ�ำนวนชั้น CNN ลงเพ่ือให ้
Feature Map มีรูปร่างท่ีชดัเจนมากข้ึนและท�ำใหล้ดความซบั

ซอ้นของโมเดลลงดว้ย พบวา่เม่ือลดชั้นของ CNN ลงผลลพัธ์

ท�ำให้ Feature Map ท่ีสกดัออกมาดูไม่ซ�้ ำซ้อนกนัจนเกิน

ไปและตวั Feature Map มีความชดัเจนซ่ึงคาดว่าจะท�ำให้ใช ้

ในการตรวจจบัไดดี้ข้ึนและเม่ือพิจารณาค่า Loss จะพบวา่ค่าลดลง 

จนเหลือหลกัพนัเท่านั้นเม่ือเร่ิมไดค่้าตั้งตน้แลว้จะน�ำไปปรับ

ตวัแปรอยา่งอ่ืนเพ่ิมโดยดูการประเมินจากค่าอ่ืนๆ ควบคู่กนัไป
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4.1.2 Model SVM

	 จะมีการปรับค่าจ�ำนวน Orientation ซ่ึงจะเป็นจ�ำนวน 

Bin ของมุมองศาโดยจะเร่ิมท่ี 9 Bin ซ่ึงจะเท่ากบั 20 องศา

ต่อ   Bin, Pixels per Cell และ Cell per Block  ซ่ึงจะเป็นค่าท่ี

น�ำมาสกดัใหไ้ด ้Feature โดยหลกัการวิเคราะห์ในเบ้ืองตอน

จะเหมือนของโมเดล CNN คือใชก้ารประเมินดว้ยวิธีตรวจ

สอบดว้ยสายตา   (Visual Check) ควบคู่กบัค่าความแม่นย �ำ  

(Accuracy) และค่า Loss เพ่ือท�ำการปรับโมเดลแบบหยาบก่อน

จะไปพิจารณาปรับแบบละเอียดโดยการดูค่า Precision, Recall 

และค่า F1 Score อีกคร้ังจะพบวา่ Feature ท่ีสกดัไดค่้อนขา้ง

จะหยาบเกินไปและสงัเกตเห็นวา่มุมองศาจะไม่ชดัเจนซ่ึงจาก 

Dataset เม่ือท�ำการส�ำรวจขอ้มูล (Data Explore) จะพบวา่รูป

บา้นส่วนใหญ่จะมีรูปทรงส่ีเหล่ียมไม่ไดมี้องศาท่ีหลากหลาย 

ดงันั้นเพ่ือใหไ้ด ้Feature ท่ีเหมาะสมกบัชุดขอ้มูลจึงพิจารณา

ท�ำการลดจ�ำนวน Bin ลงและเพ่ือใหไ้ด ้Feature ท่ีชดัเจนข้ึน

พร้อมกบัท�ำการลดจ�ำนวน Pixel per Cell และ Cell per Block ลง

 

ภาพที ่17 ตวัอยา่ง Feature Extraction โดย Parameter Orientation 

= 5, Pixel per Cell = (5,5), Cell per Block = (2,2) 

	 จากผลลพัธ์จะเห็นลกัษณะของ Feature ท่ีชดัเจนข้ึน

ซ่ึงคาดว่าจะส่งผลท�ำให้การ Detect ไดดี้ข้ึนจะใชค่้าน้ีเป็น 
ค่าตั้งตน้เพ่ือน�ำไปปรับ Parameter โดยดูการประเมินผลร่วมกบั 
ค่าอ่ืนๆ ควบคู่กนัต่อไป

4.2 ผลการสร้าง Model และการประเมินผลการท�ำนาย 

ของ Model

4.2.1 Model CNN

	 โมเดลตั้ งต้น ท่ีได้จากการขั้ นตอนการท�ำสกัด

คุณลกัษณะจะประกอบไปดว้ยชั้น Convolution 2 ชั้น แต่ละ

ชั้นจะสกดั 8 Feature Map, Kernel Size = 4,4 และ Stride = 2,2 

จากนั้นตามดว้ยชั้นนดว้ย Max Pooling โดยท่ี  Pool Size = 2,2 

ต่อดว้ยชั้น Convolution 1 ชั้น สกดั 16 Feature Map, Kernel 

Size = 4,4 และ Stride = 2,2 และตามดว้ยชั้น Max pooling Pool 

Size = 2,2 ก่อนท�ำการ Flatten และเขา้ช่วง Fully Connected 

ประกอบไปดว้ย Node 3 ชั้นโดยชั้นแรกมี 40 Node ชั้นท่ี 2  
20 Node และชั้นท่ี 3 มี 2 Node โดยมี Activation Function คือ 

Softmax ในชั้นท่ี 3 เพื่อ Transform ผลลพัธ์ออกมาใหร้วมกบั

เท่ากบั 1 เพื่อง่ายต่อการวเิคราะห์  

ภาพที ่18 Process ของ CNN ตั้งตน้

	 ผลลัพธ์ท่ีได้จากการประมวลผลค่าความแม่นย �ำ 
มีการเปล่ียนแปลงในกรอบ 50-95% ในทุกรอบการทดลอง
โดยมีแนวโน้มค่อยๆดีข้ึน เช่นเดียวกบัค่า Loss ลดลงอย่าง 
ต่อเน่ืองผลสุดทา้ยค่าอยูท่ี่ 5 หม่ืนซ่ึงเป็นค่า Loss ท่ีสูงมากอยู่
จึงพิจารณาเพ่ิม Activation Function ReLu เพ่ือลดความซบั
ซอ้นของ Feature Map ลดลงเม่ือใหโ้ปแกรมประมวลผลพบวา่ 
ค่าความแม่นย �ำลดลงและมีคา่เปล่ียนแปลงอยูใ่นกรอบ 50-60% 
โดยมีแนวโนม้ท่ีเร่ิมค่าคงท่ีแต่ท่ีเป็นจุดน่าสงัเกตคือค่า Validate 
Accuracy ท่ีมีการเปล่ียนแปลงไปมาอยู ่2 ค่า มีลกัษณะกราฟ 
ท่ีผิดปกติ แต่ค่า Loss ลดลงอย่างต่อเน่ืองมาอยู่ท่ี หลกัร้อย
เท่านั้นซ่ึงเป็นไปตามท่ีคาดไว้

 

ภาพที่ 19 Accuracy Result Trend after 20 Round Training 

with ReLu Function

 

สกดั 8 Feature Map, Kernel Size = 4,4 และ Stride = 2,2 
จากนั้นตามดว้ยชั้นนดว้ย Max Pooling โดยท่ี  Pool Size 
= 2,2 ต่อดว้ยชั้น Convolution 1 ชั้น สกดั 16 Feature 
Map, Kernel Size = 4,4 และ Stride = 2,2 และตามดว้ย
ชั้น Max pooling Pool Size = 2,2 ก่อนท าการ Flatten 
และเขา้ช่วง Fully Connected ประกอบไปดว้ย Node 3 
ชั้นโดยชั้นแรกมี 40 Node ชั้นท่ี2 20 Node และชั้นท่ี 3 มี 
2 Node โดยมี Activation Function คือ Softmax ในชั้นท่ี 
3 เพื่อ Transform ผลลพัธ์ออกมาใหร้วมกบัเท่ากบั 1 เพื่อ
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ภาพท่ี 18 Process ของ CNN ตั้งตน้ 
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สูงมากอยูจึ่งพิจารณาเพิ่ม Activation Function ReLu เพือ่
ลดความซบัซอ้นของ Feature Map ลดลงเม่ือใหโ้ปแกรม
ประมวลผลพบวา่ค่าความแม่นย  าลดลงและมีค่า
เปล่ียนแปลงอยูใ่นกรอบ 50-60% โดยมีแนวโนม้ท่ีเร่ิม
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ผิดปกติ แต่ค่า Loss ลดลงอยา่งต่อเน่ืองมาอยูท่ี่ หลกัร้อย
เท่านั้นซ่ึงเป็นไปตามท่ีคาดไว ้
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แต่จากการท่ีค่าความแม่นย �ำท่ีลดลงอยา่งมากและค่า Validate 

Accuracy ท่ีมีลกัษณะท่ีผดิปกติจึงไดท้�ำการตรวจสอบ Feature 

Map ท่ีสกดัออกมาในชั้นท่ีมี Activation Function ReLu พบวา่

ผลลพัธ์ท่ีออกมาเป็นภาพสีเหมือนกนัทั้งหมดจึงตอ้งพิจารณา

ไม่ใช่การใช ้Function ReLu เน่ืองจากไม่เหมาะกบั Dataset ชุดน้ี

 

ภาพที ่20 Feature Mapping ผา่น Function ReLu

	 ในการท่ีจะตอ้งลดค่า Loss ลงจึงไดท้�ำการเพิม่จ�ำนวน

รอบการฝึกจาก 20 รอบเป็น 60 รอบ ผลลพัธ์ท่ีไดคื้อ ค่า Loss 

ลดลงอย่างต่อเน่ืองจนเหลือค่าเพียงหลกัร้อยเท่านั้น แต่เม่ือ

พิจารณากราฟพบวา่ค่ามีการเปล่ียนแปลงไปมา โดยท่ีค่าความ

แม่นย �ำในรอบสุดทา้ยอยูท่ี่ประมาณ 90%

 

ภาพที ่21 Loss Result Trend after 60 Round Training

	 จากกราฟ จะพบว่าค่า Loss มีช่วงท่ีค่าเปล่ียนแปลง

กลบัไปมาท่ีค่าสูงและเม่ือขยายเขา้ไปท่ีจุดช่วงทา้ยเพ่ือพิจารณา

วา่รอบการ Training เพียงพอหรือไม่ พบวา่ช่วงการฝึกตั้งแต่ 

รอบท่ี 40 มีค่าท่ีเปล่ียนแปลงไปมาในกรอบท่ีต�่ำและไม่ได้

มีแนวโน้มท่ีจะดีข้ึน ดงันั้นจากผลลพัธ์จึงจะคงจ�ำนวนรอบ

การฝึกไวท่ี้ 60 รอบและท�ำการปรับค่า Learning Rate พบวา่

ค่า Learning Rate ท่ี 0.1 ไดผ้ลลพัธ์ดีท่ีสุดกล่าวคือเป็นการ

ปรับค่าตัวแปรทีละเล็กน้อย จะพบว่ากราฟความแม่นย �ำ  

กบั Val_accuracy มีความใกลเ้คียงกนัในเกือบทุกรอบการฝึก

และค่าความแม่นย �ำมีการเปล่ียนแปลงในกรอบท่ีต�่ำ  ตั้งแต่

รอบการฝึกประมาณรอบท่ี 10 และค่า Loss ลดลงอยา่งรวดเร็ว  

ซ่ึงค่า Loss กบัค่า Val_loss มีค่าใกลเ้คียงกนัตั้งแต่รอบการฝึก

ท่ี 10 เช่นเดียวกนั ดงันั้นจึงพิจารณาลดจ�ำนวนรอบการฝึกจาก  

60 รอบ ให้เหลือเพียง 20 รอบซ่ึงเพียงพอเพ่ือให้สามารถ

ประมวลผลโปรแกรมไดร้วดเร็วข้ึน

 

ภาพที ่22 Accuracy result trend after 60 rounds training with 

learning rate 0.1

 

ภาพที่ 23 Loss result trend after 60 rounds training with  

learning rate 0.1

	 ทดลองปรับ Loss function จาก Category Cross  
Entropy เป็น Binary Cross Entropy ท่ีถูกออกแบบมาใหใ้ชก้บั
ชุดขอ้มูลท่ีมี Label จ�ำนวน 2  ประเภทโดยเฉพาะเพ่ือใหก้าร
เปรียบเทียบชดัเจนยิง่ข้ึนจะท�ำการพิจารณาค่า Precision, Recall 
และค่า F1 Score ประกอบการพิจารณาดว้ย

 

ภาพที ่24 Classification report after 20 rounds training with 

categorical loss function

	 ผลจากการประมวลผลพบว่าค่าความแม่นย �ำของ 

ชุดขอ้มูลท่ีใชท้ดสอบ (Test Dataset) ท่ีใช ้Loss Function Binary 

นั้นมีท่ีต�่ำกว่าเล็กนอ้ย แต่มีค่า Loss ท่ีดีกว่า เม่ือพิจารณาค่า  
Precision, Recall กบัค่า F1 Score พบวา่ค่าค่อนขา้งใกลเ้คียงกนั 

เม่ือดูกราฟระหวา่ง ค่าความแม่นย �ำ (Accuracy) และ Val_accuracy 

ค่อนขา้งท่ีจะมีค่าใกลเ้คียงมากกว่าในรอบการฝึกและมีการ

เปล่ียนแปลงท่ีนอ้ยกวา่
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ภาพที ่25 Classification report after 20 rounds training with 

Binary loss function

	 เม่ือทดสอบประมวลผลโปรแกรมใหม่ทั้งหมดเพ่ือ

พิจารณาค่าความสามารถในการท�ำซ�้ ำ  (Repeatability) ของ

โมเดลผลลพัธ์ของทั้ง 2 Function มีค่าใกลเ้คียงกนัมากสามารถ

เลือกใชไ้ดท้ั้ง 2 Function แต่จากกราฟความแม่นย �ำและ Loss 

ของ Activation Function Binary มีค่าความเปล่ียนแปลงท่ีนอ้ย

กว่าจึงเลือก Binary ในการใชว้ิเคราะห์ต่อไปซ่ึงจะเป็นการ

ปรับตวัแปรชั้น Pooling โดยการเปรียบเทียบระหว่าง Max  

Pooling และ Average Pooling ผลลพัธ์ท่ีไดพ้บว่า Aver-

age Pooling ไดค่้าความแม่นย �ำท่ีนอ้ยกว่า และจากค่า Loss  

ท่ีมากกว่าจึงพิจารณาใช้ Max Pooling จากนั้นไดท้ดลอง

ปรับเพ่ิมจ�ำนวนชั้นของ Convolution เขา้ไปอีกชั้นผลลพัธ์ท่ี

ไดคื้อค่าความแม่นย �ำ ใกลเ้คียงเดิมแต่ค่า loss เพิ่มข้ึนจึงไม่มี 

ความจ�ำเป็นตอ้งเพิ่มชั้น Convolution เขา้ไปอีก 

4.2.2 Model SVM

	 Model ตั้งตน้ท่ีไดจ้ากการสกดัคุณลกัษณะ (Feature  

Extraction) คือ C = 1 ซ่ึงเป็นค่าตั้งตน้ (Default) ของ Keras  

และ Gamma = scale หลงัจากประมวลผลพบวา่ผลลพัธ์ท่ีไดคื้อค่า

ความแม่นย �ำเท่ากบั 87% และไดค่้า Precision, recall และ F1 Score 

 

ภาพที่ 26 ผลลพัธ์การประมวลผลโมเดล SVM ค่า C=1  
Gamma= scale

	 ซ่ึงจะพบวา่ค่าออกมาดี จากนั้นด�ำเนินการปรับค่าตวั

แปร C  แบบหยาบซ่ึงค่าตวัแปร C ยิง่มีค่านอ้ยยิง่จะส่งผลให้

เพิม่ค่า Error ท่ีจะเกิดข้ึนได ้จะท�ำใหโ้มเดล ไม่เกิดการ Overfit 

ข้ึนและรองรับ Dataset ท่ีสามารถเพ่ิมข้ึนในอนาคตไดดี้กว่า

วตัถุประสงคข์องการทดลองคือการลดค่า C ให้ไดน้อ้ยท่ีสุด

จะพบว่าเม่ือเพ่ิมค่าตวัแปร C ข้ึนเป็น C = 5 ค่าความแม่นย �ำ

เพิ่มข้ึน แต่เม่ือเพิ่มไปถึงค่า C=10 ผลลพัธ์คือค่าทุกอย่าง 

เท่าเดิมทั้งหมด ดงันั้นในขั้นตอนต่อมาจะท�ำการปรับละเอียด

ในช่วง 1-5 เพ่ือหาค่าท่ีเหมาะสมท่ีสุดผลลพัธ์คือเลือกค่า  

C = 2 เน่ืองจากมีค่าท่ีแตกต่างจากผลลพัธ์ท่ีไดจ้ากค่า C=3 

เพียงเลก็นอ้ยเท่านั้น และชุดขอ้มูลรูปภาพค่อนขา้งมีความซบั

ซอ้นจึงตอ้งมีการพิจารณาค่า Error เพ่ือไวไ้ม่ใหโ้มเดล Overfit  

จนเกินไป ต่อไปจะเป็นการทดลองเปล่ียน  Parameter Gamma 

ยิ่งค่าสูงจะให้ขอบเขตการแบ่ง Class จะแคบลงซ่ึงอาจจะ

ท�ำให้ค่า Accuracy มากข้ึนแต่ก็ท�ำให ้Overfit ไดง่้ายเช่นกนั  

เม่ือค�ำนวณตามสูตร Scale จะไดค่้า Gamma = 0.00329 จะ

พบวา่ค่าท่ีค �ำนวณตาม Scale ท่ีเป็นตั้งตน้ (Default) มีค่าความ

แม่นย �ำท่ีสูงท่ีสุดหลงัจากลองท�ำการปรับทั้งหยาบและละเอียด  

รวมถึงใหค่้า Precision, Recall และค่า F1 Score ท่ีเหมาะสมท่ีสุด

4.3 อภปิายผลการศึกษา

4.3.1 การท�ำ Understanding Data และ Data Preparation

	 จากกระบวนการศึกษา Data Mining โดยใชข้อ้มูล

รูปภาพท่ีมาจากรายงานการจดัท�ำภาพถ่ายทางอากาศ ซ่ึงรูปภาพ

ตน้ฉบบันั้นผา่นการกระบวนการต่างๆจนไดภ้าพ Orthomosiac 

ซ่ึงมีสัดส่วนท่ีถูกต้องกับความเป็นจริงก่อนถูกตีกรอบมา  

(Crop) เฉพาะจุดท่ีสนใจมาใชใ้นรายงานจดัท�ำภาพถ่ายทาง

อากาศซ่ึงส่งผลต่อขนาดรูปภาพ, จ�ำนวนรูปภาพท่ีไม่มาก 

และมีการเพ่ิมต�ำแหน่งของท่อ, Right of Way ซ่ึงเป็น Noise 

ของขอ้มูลแต่ไม่สามารถจะก�ำจดั Noise น้ีไปได ้ ซ่ึงจะส่ง 

ผลต่อโมเดลท่ีใช้สกดัคุณลกัษณะออกมาเป็นรูปทรงอย่าง

เทคนิค HOG  ไดรั้บ Noise น้ีไปดว้ยโดยงานวิจยัน้ีไดท้ �ำการ 

Data Selection มาเฉพาะภาพท่ีมีอาคารท่ีอยู่อาศยัเท่านั้น 

และท�ำการตีกรอบ (Crop) มาเฉพาะบริเวณท่ีอยูอ่าศยัเพ่ือใช ้

ในการฝึกและทดสอบโมเดลส�ำหรับ Label House และท�ำการ

ตีกรอบ  รูปภาพอ่ืนๆ ท่ีไม่ใช่รูปบา้นซ่ึงประกอบไปดว้ย หญา้, 

ตน้ไม,้ รถ, ถนน และอ่ืนๆ มาเพ่ือเป็น Label ส�ำหรับ Other  

ท่ีไม่ใช่บา้น จากนั้นไดท้�ำการ Exploration Data พบวา่ขอ้มูล
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มีหลากหลาย Shape แต่มีนามสกลุ File เดียวกนัทั้งหมดท�ำให ้

ช่วง Data Preparation ไดมี้ขั้นตอนการปรับเปล่ียน Shape  

ให้เหมือนกนัทั้งหมดส่งผลให้สัดส่วนวตัถุในรูปจะเปล่ียน 

ไปซ่ึงอาจจะส่งผลต่อการฝึกโมเดล ทั้ง 2 Model และขอ้มูล

รูปภาพเป็นภาพถ่ายมุมสูงท่ีจะเห็นเพียงหลงัคาของอาคาร 

ท่ีอยูอ่าศยั ซ่ึงจากลกัษณะทางสถาปัตยกรรมอาคารท่ีอยูอ่าศยั

ในพ้ืนท่ีเขตท่อนั้นไม่ไดมี้ความซบัซอ้นมากนกัแต่จะมีความ

หลากหลายทางสีท�ำให้จ �ำนวนรูปขอ้มูลเม่ือเปรียบเทียบกบั 

ส่ิงท่ีตอ้งตรวจจบันั้นมีนอ้ยจึงไดท้�ำการ Data Augmentation 

เพื่อเพิ่มจ�ำนวนขอ้มูลท�ำใหจ้�ำนวนขอ้มูลไม่นอ้ยจนเกินไปจน

ท�ำใหเ้กิด Overfit

 

4.3.2 CNN Model

	 ผลจากการทดลอง CNN Model พบวา่ไม่จ�ำเป็นตอ้งใช้

จ �ำนวนชั้นของ Convolution มากและไม่ตอ้งการจ�ำนวน Fea-

ture Map ท่ีมาก เพราะคุณลกัษณะของส่ิงท่ีตรวจจบัไม่ได ้                            

5. สรุปผลการศึกษา

	 จากการศึกษาการประยกุตใ์ชเ้ทคนิคการเรียนรู้เชิงลึก

ในการส�ำรวจแหล่งท่ีอยูอ่าศยัดว้ยภาพถ่ายจาก UAV ตลอดแนว

ท่อส่งก๊าซธรรมชาติ และไดท้�ำการใชเ้ทคนิค SVM เพ่ือเปรียบ

เทียบหา Model ท่ีเหมาะสมท่ีสุด จากเทคนิค Deep Learning 

มีเทคนิคท่ีเรียกว่า Convolutional Neural Network (CNN)  

ท่ีไดถู้กพฒันาเพ่ือใชใ้นการท�ำ Image Processing กบัเทคนิค 

Support Vector Machine (SVM) ท่ีมีการใชเ้ทคนิค Histogram 

of Oriented Gradients (HOG) ในการท�ำสกดัคุณลกัษณะ 

ซ่ึงเป็นขั้นตอนหน่ึงท่ีใชใ้นการท�ำ  Image Processing เช่น

เดียวกนัผลลพัธ์โมเดลท่ีเหมาะสมกบัชุดขอ้มูลภาพถ่ายทางกาศ

เพื่อตรวจจบัแหล่งท่ีอยูอ่าศยัคือโมเดล CNN โดยมีโครงสร้าง 

ท่ีประกอบไปดว้ยชั้น Convolution 8 Feature Map, Kernel Size 

= (4,4) , Stride = (2,2) จ�ำนวน 2 ชั้น ตามดว้ยชั้น Max Pool-

ing Pool_Size = (2,2) จ�ำนวน 1 ชั้นตามดว้ยชั้น Convolution 

16 Feature Map, Kernel Size = (4,4) , Stride = (2,2) จ�ำนวน  

1 ชั้น ตามดว้ยชั้น Max Pooling Pool_Size = (2,2) 1 ชั้นต่อดว้ย

ชั้น Flatten และเขา้ช่วง Fully Connected ซ่ึงประกอบไปดว้ย 

Dense 40 Node 1 ชั้นตามดว้ย Dense 20 Node และชั้น Dense 

2 Node อีก 1 ชั้นซ่ึงใช ้Function Softmax เป็น Model ผา่นการ

ฝึกจ�ำนวน 20 รอบ ดว้ย Loss Function Binary Cross Entropy, 

Optimizer Adam, Learning Rate 0.1 

 

 

ภาพที ่27 โครงสร้างโมเดล CNN สุดทา้ย

	 โดยประเมินจากค่าต่างๆ ซ่ึงการประมวลผลแต่ละคร้ัง

มีการเปล่ียนแปลงค่าในกรอบเลก็นอ้ยดงัน้ี

	 - Accuracy Training Dataset = 97%

	 - Accuracy Validate Dataset = 96.5%

	 - Loss Training Dataset = 0.18
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